**Sorting Algorithms**

Sorting is the process of arranging the elements of collection of data so that they can be placed either in ascending or descending order.

In java sorting is applicable to two classes: -

1. Array class (there are two type of array in array class.)

Array of primitives (int, char, …)

Array of objects (String, integer, Student, ….)

1. Collection class (collection are there only for non-primitive)

Which collection allow sorting?

* The collection which are list interface implementing classes like (arraylist, linkedlist, vector)
* Arrays.sort in java

The arrays.sort is used to sort the normal array.

Import java.util.Array;

* Collection.sort in java

The collection.sort is used to the collection.

**Stability in sorting algorithm**

A sorting algorithm is said to be stable if two objects with equal keys appear in the same order in sorted output as they appear in the input data set.

***Which sorting algorithms are unstable?***

Quick Sort, Heap Sort etc., can be made stable by also taking the position of the elements into consideration. This change may be done in a way that does not compromise a lot on the performance and takes some extra space, possibly theta(n).

Example of stable sorts: -

Bubble sort, insertion sort, merge sort.

Example of unstable sort: -

Selection, Quick sort, Heap sort

***Can we make any sorting algorithm stable?***

Any given sorting algorithm which is not stable can be modified to be stable. There can be algorithm-specific ways to make it stable, but in general, any comparison-based sorting algorithm which is not stable by nature can be modified to be stable by changing the key comparison operation so that the comparison of two keys considers position as a factor for objects with equal keys.

* For sorting the primitive Dual pivot quicksort is used.
* For sorting non-primitive or for the collection(String, Integer etc), based on mergesort adaptation of timSort.

1. **Bubble sort**

Bubble Sort is the simplest sorting algorithm that works by repeatedly swapping the adjacent elements if they are in the wrong order. This algorithm is not suitable for large data sets as its average and worst-case time complexity is quite high.

***Working of bubble sort***

In bubble sort repeatedly swap the adjacent element. It has multiple passes. In its first pass we move the largest element to the last index, second to the second last index and so. We swap the element until the array will not be sorted.

Let’s understand with the help of an example.

Let the elements of array are -
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This array is not sorted.

First Pass : -

The sorting will start from the initial two elements. We will compare the element of 0th index with element of 1th index.

Here 13 is compared with 32.

13 < 32

32 is greater than 13, so it is already sorted.

So, we will compare 32 with 26.

32 > 26, so the swapping is required. After the swapping array will be

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 13 | 26 | 32 | 35 | 10 |

Now, next elements 32 and 35 will compare. Here, it is already sorted, so we will move to the next element.

Now we will compare 35 and 10. Here 10 is less then 35, so it will swap 10 and 35.

At last the array will be.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 13 | 26 | 32 | 10 | 35 |

Second pass: -

The same process will be followed in the second iteration.
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Here, 10 is smaller than 32. So, swapping is required. After swapping, the array will be

![Bubble sort Algorithm](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAASkAAABqCAMAAADX/FfGAAAANlBMVEX/////5ZmcwuUAAACnlmTDr3WJe1JHQCtpXj8jHxXdxoVmf5YrNkBAUF53lK8VGx+HqMZUaHsAsOt3AAAC+ElEQVR42uyY4Y6CMBCENdN2u7z/A18twYnZ5byYy1kv8/1QhGHZfghFL0IIIYQQQgghhBDi/eDzuLwHXJ/zg8wflpEpmZIpmZIpmfpFU4Yy3zsGW9K/YXCsHRgjoczAAbSzMvmRYqZiUhcy1QCUuWBzlFvov/fxsvdfbgpILDOAMZeXiUeKmYKy2HeqolU29ThEcnSO/rAyK9OmgY68TEPhHjFyZFY0NaCprH9uOCyQrIwbxebCdzb0E1PlI0w1VPYfQubXp6bQaTyW6XfXWzwnzKxvqsKiBrbv1gH4qSkK2HJTBT09JzFTcKOuaapxWosaZvuOdpPgr5nqAEVtyTlhhtPpkqbYW9Tg4D2oob5iauLHvpY/JTAzcV/W1FQS+zdUNl5QvjPV+SHRgH3sfW5nJMvM2LqmejTFcRmemBrA9kzNMsek0NDyiYGZiS1syj30z3E1VMpMTFG1+YkGGG/sZ6ZgXFrRlLfHqwLJhAXnw2lm6rhVl6TMXGWonGEZiRmvc2lbx1TFzm2IJ7/GHLhvepy6Y5mpKmYY2a+pncpIyBQMbLHnKf2XIFMydY5MyZRM/R9Tn8dFCCGEEEIIIcRX++ay4yAMBMGV5+gH5v9/dllHpAmjaC9YGaKqA5pDXygNCGE1AAAAAAAAAOd9cc+Q07/4iAdTmMIUpjCFqft0RtNOsY0xVdvoB1M+02zQApma3BmVqVq3y9Cwlu2yWJcpn8mWg+3U/M5oOrI+BTRbZeqciWhqamfUm5KAbvWNqXwLU9d2Rr2pan035XdKmfimZnRGX9el6hlrMuUz2f5oMU1N6oxqV8wkqltJMuUzg2I5pKlJndF0ZLG2S+jelDL7uIQ1NaEzml6wx71XbYtMKaMVi2vq2s6oN1WGhdXW5E0p85wCm7q4M+p3qujFLlPnjKaIpiZ1RrUVeSxJS6lJgEydMksbU49janZnVKbaCKQh4EGTKZfJtlGCfU/xLwFTmHoPpjCFqe8xdT9+AAAAAAAAAAA+wC+RykXDFIqyggAAAABJRU5ErkJggg==)

*Third pass: -*

The same process is followed for the third pass also. It compares the each element.

After the third pass, array will be.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 13 | 10 | 26 | 32 | 35 |

*Fourth pass: -*

Similarly, after the fourth iteration, the array will be -
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Approach: -

for(int i=0; i<n; i++)

        {

            for(int j=0; j<n-i-1; j++)

            {

                if(arr[j] > arr[j+1])

                {

                    int temp = arr[j];

                    arr[j] = arr[j+1];

                    arr[j+1] = temp;

                }

            }

        }

**Bubble sort complexity**

1. ***Time complexity***

Now, let's see the time complexity of bubble sort in the best case, average case, and worst case. We will also see the space complexity of bubble sort.

|  |  |
| --- | --- |
| **Case** | **Time complexity** |
| Best case | O(n) |
| Average case | O(n^2) |
| Worst case | O(n^2) |

**Best Case Complexity** - It occurs when there is no sorting required, i.e. the array is already sorted. The best-case time complexity of bubble sort is O(n).

**Average Case Complexity** - It occurs when the array elements are in jumbled order that is not properly ascending and not properly descending. The average case time complexity of bubble sort is O(n2).

**Worst Case Complexity** - It occurs when the array elements are required to be sorted in reverse order. That means suppose you must sort the array elements in ascending order, but its elements are in descending order. The worst-case time complexity of bubble sort is O(n2).

1. ***Space complexity***

* The space complexity of bubble sort is O(1). It is because, in bubble sort, an extra variable is required for swapping.
* The space complexity of optimized bubble sort is O(2). It is because two extra variables are required in optimized bubble sort.

|  |  |
| --- | --- |
| Space complexity | O(1) |
| Stable | Yes |

**Optimized Bubble sort Algorithm**

In the bubble sort algorithm, comparisons are made even when the array is already sorted. Because of that, the execution time increases.

To solve it, we can use an extra variable swapped. It is set to true if swapping requires; otherwise, it is set to false.

It will be helpful, as suppose after an iteration, if there is no swapping required, the value of variable swapped will be false. It means that the elements are already sorted, and no further iterations are required.

This method will reduce the execution time and also optimizes the bubble sort.

Algorithm for optimized bubble sort

bubbleSort(array)

n = length(array)

repeat

swapped = false

for i = 1 to n - 1

if array[i - 1] > array[i], then

swap(array[i - 1], array[i])

swapped = true

end if

end for

n = n - 1

until not swapped

end bubbleSort.

1. **Selection sort**

Selection sort is a basic sorting algorithm. It is comparison-based algorithms and has theta N Square time in all cases. It does less memory write as compared to other algorithms. If you compare it with other popular algorithms like quicksort, marge sort, insertion sort and bubble sort, you will notice that this algorithm is going to do less memory write as compared to these algorithms. However, this is not the optimal algorithm in terms of memory write. There is another algorithm called cycle sort, which is optimal in terms of memory rights. Memory write can be a costly operation in situations like EEP ROM. In EEP ROM if we do more writes, age of this memory is reduces. So, in this type of situation, we prefer selection sort.

It is a basic idea for heapsort. The heapsort is based on selection sort only.

Selection sort is not stable.

It is a In-Place algorithm, it does not require extra memory for sorting.

**Definition**

The selection sort algorithm sorts an array by repeatedly finding the minimum element form unsort part and putting it at the beginning. The algorithm maintains two subarrays in a given array.

* The subarray which is already sorted.
* Remaining subarray which is unsorted

**Working of selection sort:-**

* It finds the smallest element by traversing whole array and swape the element with element at first index.
* For the second pass, it will search for second smallest element and replay with second element.

**Approach:**

* Initialize minimum value(min\_idx) to location 0.
* Traverse the array to find the minimum element in the array.
* While traversing if any element smaller than min\_idx is found then swap both the values.
* Then, increment min\_idx to point to next element.
* Repeat until array is sorted.

**Code**

public static void selectionSort(int arr[], int n)

    {

        for(int i=0; i<n; i++)

        {

            int min = i;

            for(int j=i+1; j<n; j++)

            {

                if(arr[j] < arr[min])

                {

                    min = j;

                }

            }

            int temp = arr[i];

            arr[i] = arr[min];

            arr[min] = temp;

        }

**Time complexity: -**

* Time Complexity: O(n\*n), where n is the number of elements in the input array.
* Space Complexity: O(1).

1. **Insertion sort: -**

In insertion sort the array is virtually divided into a sorted and an unsorted part. Values form the unsorted part are picked and placed at the correct position in the sorted part.

* It is efficient for small data values.
* Insertion sort is adaptive in nature, i.e. it is appropriate for data sets which are already partially sorted.
* Insertion is In-place and stable.

An algorithm is said to be in-place, if it is not required any extra auxiliary space.

* It is used for small arrays.
* Time complexity is O(n) in the best case.

The best case is happened when the array is already is sorted.

**Working of insertion sort:-**

Let’s given array is: -

Arr[] = {12, 11, 13, 5, 6};

First pass.

Initially, the first two element of an array are compared.

Here 12 is greater than 11. Thus, swap 11 and 12.

Second pass.

Now move to the next element and move the element of third place to virtual sort sub-array and then it will check the sub-array is sorted or not. If the sub-array is not sorted, then it will sort and move to the next element.

For third pass.

Now fourth element will move to sorted sub array and it will check if array is sorted or not. If array is sorted, then sort the array and move to the element.

Time complexity

* For best case: - O(n)
* For worst case: - O(n^2)
* In general : - O(n^2)

Code: -

Merge sort: -

Merge sort is a divide and conquer algorithm. It divides the input array in two halves, calls itself for the two halves and then merges the two sorted halves. The merge() function is used for merging two halves. The merge(arr, l, m, r) is key process that assumes that arr[l….m] and arr[m+1…m] are sorted and merges the two sorted sub-arrays into one in a sorted manner.

1. **Merge sort : -**

Merge sort is divide and conquer algorithm. It divides the input array in two halves, calls itself for the two halves and then merges the two sorted halves.

* It is stable algorithm. It maintains the original order of equal data.
* The merge() function is used for merging two halves.
* It well suited for linked List. Work in O(1) auxiliary space.
* Used in external sorting.
* The time complexity of merge sort is O(nlogn) and auxiliary space is O(n).
  1. **Merge two sorted arrays: -**

**Nive solution: -**

Time: O((m+n) \* log(m+n))

Aux: - theta(m+n)

Approach

* Let’s the two arrays are arr1 and arr2.
* Create a new array with the size is equal to the sum of size of both array(arr1 and arr2).
* Store the elements of both array in new array.
* Then sort the array using Arrays.sort() function.

static void fun(int arr1[], int arr2[])

    {

        //creating a new array of size m+n

        int m=arr1.length;

        int n=arr2.length;

        int arr[] = new int[m+n];

        //copy the element of first array.

        for(int i=0; i<m; i++)

        {

            arr[i] = arr1[i];

        }

        //copy the element of second element

        for(int j=0; j<n; j++)

        {

            arr[m+j] = arr2[j];

        }

        //sort the final array.

        Arrays.sort(arr);

        for (int i : arr) {

            System.out.print(i+ " ");

        }

    }
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